1. We have a class (that runs a thread in its instance) called PeriodicWorker. Are you referring to this, i.e. do you see some (or many) threads named "OpcLabs.PeriodicWorker.Process"? If so, how does it look in "normal" situation, and how does it look when the problem occurs (if it can be determined at that time)?

Instrumentation
Since we do not know that the issue has occurred until after it occurs, we decided to monitor AIT’s requested memory locations continually.  Memory is read and values are placed in queue to be logged every 10 milliseconds in the checkIrigRunning() thread, priority set to AboveNormal.  All messages logged contain Sync Pulse counter and the DateTime.Now so this log file can be cross-referenced with the Irig log file.

During the OnEvent callback (which should be called every 10ms), each TimeTag event is logged to the Irig log file with the DiscreteIOEventTimes.Count so we can see if the queue is backed up with TimeTag dioEvents to be processed. A value of 1 indicates that the callback is invoked for each interrupt.  Higher values indicate that the callback was not invoked and the TimeTags were queued in the Hardware Interrupt service routine.

Results
When the queue becomes backed up with TimeTag events, checkIrigRunning() is also adversely affected.  The reading of the memory values appears to take much longer as evidenced by the DateTime.Now logged between “After Sleep” and “After Read”.  This is shown by looking at the DiscreteIOEventTimes.Count high values in the Irig log file and comparing the checkIrigRunning()  times logged during that same period. 
To determine if other threads were similarly affected, I created another simple thread and logged DateTime.Now every 10ms in another file with the Sync Pulse counter.  This thread regularly logged approximately every 10ms, except when the queue became backed up. Whatever anomaly is causing the OnEvent method to not be invoked is also having an adverse effect on other threads.
Below shows what was running when the Sync Pulse event queue had more than 12 events in it and the Callback was invoked.  Because the Call back was invoked, it is difficult to see what prevented it from being called.
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2. Is the general CPU usage on the computer, and CPU usage by the application, "good" (low)?
CPU usage for the IrigSample application is around 12%. Total CPU usage is 12-13%.

3. The architecture ("block diagram") of the whole system is not fully clear to me. But I assume that whatever dequeues the entries from the "event status queue" in the .NET application must be running on some thread. How is this thread created? Is it with "new Thread()"? Or is a thread from a .NET thread pool, perhaps a Task? Or something else?
The Callback invoked by AIT’s Hardware Interrupt is an override for AIT.Owl1553Sharp.dll abstract OnEvent discrete event handler.  It is enabled when the board is initialized.

4. What is the full .NET Framework version being used by the application on the "good", and "bad" machines? Suggestion is to read and capture System.Runtime.InteropServices.RuntimeInformation.FrameworkDescription from inside the app.
          The running Framework are 4.8.4110.0 and 4.8.3928.0 on the good machines.
          The running Framework is 4.8.9037.0 on a bad machine.

5. Have you tried to break into the debugger when the problem occurs, and look for suspicious symptoms? Mainly, does the number and "structure" of managed threads significantly differ when the problem occurs? (this is repeating a part of question #1, but is more general here)
When EasyUAClient() is not invoked, the events do not back up.  Below shows what was running.

[image: ] 

6. Does the issue possibly appear multiple times during a single run of the application, if you let it run long enough- or just once? (If it happens once, it may indicate an issue with .NET JIT compilation)
The issue appears multiple times during a single run of the IrigSample application, but the times it occurs are random.

7. In the original report we discussed removing the call to client = new EasyUAClient(), the problems stopped occurring. Does this mean that adding "client = new EasyUAClient()", *without any further operation on that 'client' object* , is enough to introduce the problem? Or did you actually mean that besides "client = new EasyUAClient()", a whole set of new functionality has also been enabled inside the app, consequently?
Just adding the call to EasyUAClient() appears to cause the problem to occur.  We do not subscribe to any tags or write to any tags. Commenting out the call makes the problem disappear.
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Location

v WindowsBase dlIIMS.Win32.UnsafeNativeMethods.GetMessageW

v lrigSample.exellrigSample WiiteThreadProc writeThreadManager

v SystemdilSystem,.Collections Concurrent BlockingCollection<Microsoft Extensions. Logging Console LogMessageEntry> TryTakeWithNoTimeValidation

<not available>

 OpcLabs.Baselib.dllOpcLabs Baselib.Threading PeriodicWorker Process.
mscoriib.dilSystem. Threading WaitHandle IntemalWaitOne(System Runtime InteropServices.SafeHandle waitableSafeHandle, long millisecondsTimeout, bool hasThreadAffinity, bool exitContext)
mscoriib.dilSystem. Threading. WaitHandle WaitOne(int millsecondsTimeout, bool exitContext)
OpeLabs BaseLib.dll!OpcLabs.Basel b Threading PeriodicWorker Process(
mscoriib.dilSystem. Threading,ExecutionContext Runinternal(System, Threading ExecutionContext executionContext, System. Threading.ContextCallback callback, object state, bool preserveSyncCtx)
mscoriib.dllSystem. Threading.ExecutionContext. Run(System, Threading.ExecutionContext executionContext, System. Threading.ContextCallback callback, object state, bool preserveSyncCtx)
mscoriib.dllSystem. Threading,ExecutionContext Run(System, Threading.ExecutionContext executionContext, System, Threading.ContextCallback callback, object state)
mscoriib.dilSystem. Threading. ThreadHelper.ThreadStart()

 OpcLabs.Baselib.dllOpcLabs Baselib.Threading PeriodicWorker Process.
mscoriib.dilSystem. Threading WaitHandle IntemalWaitOne(System Runtime InteropServices.SafeHandle waitableSafeHandle, long millisecondsTimeout, bool hasThreadAffinity, bool exitContext)
mscoriib.dilSystem. Threading. WaitHandle WaitOne(int millisecondsTimeout, bool exitContext)
OpeLabs BaseLib.dll!OpcLabs,Basel b Threading PeriodicWorker Process(
mscoriib.dllSystem. Threading, ExecutionContext Runinternal(System, Threading ExecutionContext executionContext, System. Threading.ContextCallback callback, object state, bool preserveSyncCt)
mscoriib.dllSystem. Threading, ExecutionContext Run(System, Threading.ExecutionContext executionContext, System. Threading.ContextCallback callback, object state, bool preserveSyncCt)
mscoriib.dllSystem. Threading.ExecutionContext Run(System, Threading.ExecutionContext executionContext, System, Threading.ContextCallback callback, object state)
mscoriib.dilSystem. Threading. ThreadHelper.ThreadStart()

& Ait.Owl15535harp.dliAit.Owl1553Sharp. Swig. Discrete.setEvent
[Managed to Native Transition]
Ait.Owl15535harp.dilAit.Owl1553Sharp. Swig. Discrete.setEvent()
IigSample.exelAit.Owl1553Sharp.Discretes.DoSample(Ait Owl1553Sharp.[Board board, rigSample MasterControllerStateManager mesm) Line 311
IrigSample.exelAit.Owl1553Sharp.Discretes.Run(ulong serialNumber, IrigSample MasterControllerStateManager mcsm) Line 245
IrigSample.exellrigSample.rigControllerstartirigPulses() Line 101
mscoriib.dllSystem. Threading,ExecutionContext Runinternal(System, Threading ExecutionContext executionContext, System. Threading.ContextCallback callback, object state, bool preserveSyncCtx)
mscoriib.dllSystem. Threading.ExecutionContext. Run(System, Threading.ExecutionContext executionContext, System. Threading.ContextCallback callback, object state, bool preserveSyncCtx)
mscoriib.dllSystem. Threading,ExecutionContext Run(System, Threading.ExecutionContext executionContext, System, Threading.ContextCallback callback, object state)
mscoriib.dllSystem. Threading. ThreadHelper.ThreadStart()

v lrigSample.exellrigSample.rigControler.checkirigRunning

~ rigSample.exelAit.Owl1553Sharp.DiscretelOvent UpdateTimestampEventList
IrigSample.exelAit.Owl1553Sharp.DiscretelOEvent UpdateTimestampEventList(Ait Owl1553Sharp./BusControllerTransfer transfer) Line 73
IrigSample.exelAit.Owl1553Sharp.DiscretelOEvent. OnEvent(Ait.Owl1553Sharp.IBusController controller, Ait,Owl1553Sharp.BusControlerTransfer transfer) Line 159
Ait.Owl15535harp.dIlAit.Owl15535harp.Swig. ConcreteBusControllerTransferHandler SwigDirectoronEvent _SWIG_1(System.IntPtr controller, System.IntPt transfer)

<not available>

v Microsoft VisualStudio.DesignTools WpfTap.dil!Microsoft VisualStudio.DesignTools TapContract Networking.ProtocolHandler WaitableActionsList WaitForData

v MicrosoftVisualStudio DesignTools WpfTap.dlltMicrosoft VisualStudio.DesignTools WpfTap.Networking.AnonymousPipe WaitForCondition

v MicrosoftVisualStudio. DesignTools WpfTap.dil!Microsoft VisualStudio.DesignTools TapContract Netwrking.ProtocolHandler WaitableActionsList WaitForData

v WindowsBase.dlIIMS.Win32.UnsafeNativeMethods.GetMessageW
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